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Overview I

What is Machine Learning?

Use of data and algorithms to imitate the way that humans
learn
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Overview II
What is Supervised Machine Learning?
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What drive the stock market?

Stock Markets are driven by many factors: fundamentals
(news) or technicals (supply and demand).
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Advent of financial technology =⇒ high volume of trading
data
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Challenge

Almost impossible to make a rational investment/trading
decisions at face value.

Solution

Machine Learning?

Proposed technique

Aggregating stock price data, stock news sentiments and
narratives on a particular stock =⇒ a futuristic sentiment
score.

NAISSMA 2022 — Windhoek, Namibia Supervised Machine Learning 6/27



Data: Stock News Data

Collect news articles on Tesla, Facebook and Twitter using
yahoo finance API for python. We will use the VADER Natural
Language Processing Technique (for Text Mining).

Sample news articles on Tesla
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News Data preprocessing

Remove all regular expressions, verbs, and do a lower cases
conversion

Tokenization each article into word vectors

Parse the data into a dataframe with three columns; ’date’,
’time’, ’headline’
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Use Natural Language Tool Kit(NLTK) to derive the polarity
scores of the news.
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Hourly Polarity Scores
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Daily Polarity Scores
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Data: Stock Price Data

Download data from yahoo finance using the API for python.

Feature Engineering

Additional features: current trend (Ct), stochastic strength
index (RSIt), and target- future trend (Ft).

RSIt = 100− 100

1 +RSt
(1)

where

RSt =
Average Gaint
Average Losst

CT =

{
Up if Pc − Po ≥ 0

Down if Pc − Po < 0
(2)
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FT =

{
Up if Pf,c − Po ≥ 0

Down if Pf,c − Po < 0
(3)
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ML Models

Training models: Linear Regression (LR), K-Nearest
Neighbours (KN), Gradient Boosting (GB) and Random Forest
(RF).

Linear Regression

The model assume a linear relationship between input variables
and the output variable. The mathematical representation

y = β0 + β1x1 + β2x2 + · · ·+ ϵ, (4)

K-Nearest Neighbors Regression

The K-Nearest Neighbors (KNN) regression is a non parametric
supervised machine learning technique.
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Given a value for K and a prediction point x0, the KNN
regressor first identifies K points (observations) which are
closest to the point x0, denoted by N0.
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the functional evaluation f(x0) is given by

f(x0) =
1

K

∑
yi∈N0

yi, (5)

Optimal value of K: the algorithm seek to optimise the
tradeoff between bias and variance of its estimations as
presented in eq. (5).

Random Forest Regression

Tree based algorithm, it uses bootstrap and bagging to train
weak tree learners.

Suppose our dataset is represented by {xi, yi}ni=1
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The algorithm bags repeatedly N times.

At each bagging iteration a random sample (xb, yb) is
selected with replacement from the training data.
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The model is fit on each of the samples to obtain fb. After
training, predictions on unseen data (x′) is made by
averaging the predictions from all learner trees using the
formula

f̂ =
1

N

N∑
b=1

fb(x
′) (6)
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Gradient Boosting Regression

A tree based algorithm which combines a series of base learner
models into a strong one.

Suppose h(xi)’s are base learner models, equiped with a
Softmax loss function

σ(xi) =
exi∑K
j=1 e

xi
, i = 1, · · · , N. (7)

The algorithm is as follow

Step 1: Initialize the model with

F0(x) = argmin
β

N∑
i=1

L(yi, β). (8)
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Step 2: Per iteration m = 1 : M , the gradient direction of
residuals are computed as follow

y∗i =

[
∂L(yi, F (xi))

∂F (xi)

]
F (x)−Fm−I(x)

, i = {1, 2, · · · , N} (9)

Step 3: The base learners are then fitted to the data to get
the initial model using the least square method to obtain
the following coefficient

αm = argmin
α,β

N∑
i=1

[y∗i − βh(xi; a)]
2 . (10)
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Step 4: The loss function is minimised and current model
weights are recalculated using

βm = argmin
α,β

N∑
i=1

L(yi, Fm−1(x) + βh(xi;α)) (11)

Step 5: The model is finally updated using the following
relation

Fm(x) = Fm−1(x) + βh(xi;α) (12)
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Model Evaluation and Validation

We splitted the data into training (80%) and testing (20%).
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Models FB TSLA TWTR

NMSE LR −0.0177 −0.0195 −0.0173
KN −0.0140 −0.0176 −0.0161
RF −0.0134 −0.0182 −0.0186
GB −0.0142 −0.0172 −0.0165

R2 LR 16.7 % 12 % 32.8 %
KN 15.9 % 28.9 % 6.6%
RF 84.7 % 84.5 % 81.2 %
GB 99.1 % 98.5 % 99.1 %

Table: Model Performance
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Figure: Predictions of the GB & RF for all stocks
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